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Abstract 

This study aimed at testing the role of Deep learning techniques 

on predicting COVID-19 big data. The study adopted two tasks 

to measure Deep learning (classification, clustering), while the 

big data was measured through three dimensions: volume, 

variety and velocity. To achieve study aims, the researcher 

relied on measuring accuracy and parameters settings of 

classification and clustering techniques, and measuring the 

features of the covid-19 dataset. First, by presenting questions 

that reflects the dimensionality of the dataset and the features 

of the two techniques. Second, by analyzing the outcomes of 

the artificial neural network and K-means to answer those 

questions. Also, the results of both techniques, artificial neural 

network and K-means, proved to be suitable to classify 

instances into two categories of negative and positive covid-19 

cases and some features of both techniques are of no significant 

impact on accuracy, and the classification has a greatest impact 

on accuracy contributed to a number of features. 

Keywords: Deep learning, big data, covid-19, ANN, K-means. 

 

1. INTRODUCTION 

Data is information formed in special formats to be stored, 

modified, or analyzed. However, when it becomes difficult to 

store this data because it is large in size or difficult to modify 

due to its variety and complexity or the difficulty of analyzing 

it due to the speed of its production, these data are called "big 

data". Big data is one of the biggest achievements of the age in 

the field of information technology, because it represents a 

great challenge for users, companies, and researchers, as 

traditional tools cannot deal with this type of data. In this 

article, we will highlight the term "big data", and show the 

characteristics of the data that gives this name, and we will 

explain its importance and challenges facing the people who 

deal with it and the methods used to deal with its problems, and 

the most important of these methods "in-deep learning". In-

deep learning is the type of machine learning that uses a set of 

sophisticated algorithms to extract highly abstract data from 

raw data. This is done by building a hierarchy of these 

algorithms to arrange these data, classify them, and extract 

useful ones from them, to be stored, modified, or analyzed. Big 

data contains pieces of information, which is a useful part of 

this data, and deep learning is the most promising solution for 

extracting these useful portions of the massive content. 

Therefore, in-depth learning is a very important tool for making 

analysis of "big data" easier, by providing the analysis tools 

with abstract data representation. Finally, the analysis of big 

data with the help of in-depth learning makes a significant 

contribution to areas of development and innovation in various 

sectors, such as health care, banking, education, etc., which 

makes in-depth learning one of the most sought-after areas of 

research in the world. 

 

1.1  Research Problem: 

The amount of data generated by internet and other 

technologies are increasingly huge. Chains such as medical 

records (e.g. Covid-19) are of Terabytes upon Terabytes of 

data. As the amount of techniques being used in data collection 

keeps expanding, the amount of observations that could be used 

as training data also keeps increasing. The problem becomes 

harder and bigger when each of these data points contains 

multiple features or attributes. Storing this data results in 

generating huge datasets in size and dimensions. 

When dealing with big data, it is advised by [1] to consider the 

volume of the dataset, dataset dimensionality, model 

complexity, and constraints. These settings present the main 

problems hindering an accurate predictive model from being 

built properly.  

In most cases, deep learning deals with unlabeled big data. In 

such conditions, it requires clustering techniques to group 

similar features, where feature selection and extraction takes 

place in medical images datasets classification. However, the 

focus of the authors is on classifying the data extracted from 

the huge collection of Covid-19 images prepared in datasets 

form by conventional techniques such as ANN and K-means. 

Hence, this raises the need for examining the accuracy of those 

techniques and how can be improved in the future in terms of 
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accuracy in the aspect of big data and specifically the volume 

dimension.  

 

1.2 Research objectives 

1. To apply deep learning techniques (including 

classification and clustering) for a large amount of 

medical image data (including Covid-19 datasets) using 

Weka.  

2. To tackle multiple Covid-19 data sources with different 

data formats from Kaggle and others.  

 

2. LITERATURE REVIEW: 

2.1 Big data 

Big data is a key concept that cannot be ignored in the world of 

information technology, due to the prominent increase in data 

and data-related services, so it is important to explore this field 

and find ways to improve the provision of data service, 

especially through cloud computing. Whereas, cloud 

computing helps address the problem of storage and data 

service. As big data processing becomes a less expensive task. 

Big data requires large amounts of data storage, processing, and 

exchange. This is what traditional platforms cannot do, such as 

data analysis or data warehouses, or expand easily and without 

normal costs to meet big data requirements [2].  

Big data: It the process of flooding digital data which includes 

texts, sounds, videos, images, and combinations of each and its 

collected from many resources such as e-mails, social 

networks, Internet, digitizers, sensors, numerical modeling, 

scanners, mobile phones, and videos [3]. Big data has 5Vs and 

it refers to volume of data, Velocity refers to the fast generation 

and transmission of data across the Internet, Variety refers to 

the diverse data, Veracity refers to the diversity of quality, 

Value This refers to the ability to transform a tsunami of data 

into business [4]. Skourletopoulos et al. [5] indicate the big data 

it’s a collection of technologies and technologies that require 

new forms of integration to reveal large hidden values from the 

large, complex, and massive scale large data sets. Big data is a 

term used to refer to an increase in the volume of data that is 

difficult to store, process and analyze with traditional database 

technologies. The nature of big data is unclear and includes 

major processes for identifying and translating data into new 

visions [6]. Also, IDC (International Classification of Diseases) 

defined Big Data Technologies as "a new generation of 

technologies and architectures, designed to extract the most 

important value from very large amounts of a variety of data, 

by enabling high speed capture, detection and / or analysis." 

During the follow up of traditional data life cycle challenges, 

digital Big Data poses other technological challenges according 

to its 5V features which are described by [4] [7] [8] [9]. As 

follows:  

-  Data storage: Refers to the size, speed, and variety of big 

data. Big data storage over traditional physical storage is a 

problem because it often fails, and traditional data 

protection mechanisms are not effective with storage. 

While cloud storage services offer almost unlimited 

storage with high error tolerance it provides potential 

solutions to meet the challenges of big data storage. 

-  Data transmission: The data transfer process continues in 

different stages of the data life cycle as follows: (1) 

collecting data from sensors to storage; (2) data integration 

from multiple data centers; (3) Data management to 

transfer integrated data to processing platforms (such as 

cloud platforms) and (4) Data analysis to transfer data from 

storage to host analysis (such as high-performance 

computing groups). Transferring large amounts of data 

presents clear challenges in each of these stages. 

Therefore, smart pre-processing technologies and data 

compression algorithms are needed to effectively reduce 

data. Size before transferring data. Additionally, when 

transferring large data to cloud platforms from local data 

centers, how to develop efficient algorithms to 

automatically recommend appropriate cloud service 

(location) based on spatial temporal principles to 

maximize data transfer speed while reducing cost is also 

difficult. 

-   Data management: manage, analysis, and visualization of 

large, disorganized, and efficiently heterogeneous data are 

difficult things for computers to do. Creating metadata for 

geospatial data is also difficult due to the intrinsic 

properties of data with high dimensions (3D space and 1D 

time) and complexity (for example the correlation between 

spacetime and dependency). Besides creating metadata, 

Big Data also poses challenges to database management 

systems (DBMSs) because of traditional RDBMSs lack the 

scalability to manage and store large, unstructured data. 

While non-relational databases (NoSQL) such as 

MongoDB and HBase are designed for big data, the 

process of developing ways to customize databases to deal 

with large geospatial data by developing effective spatial 

indexing and querying algorithms is still a difficult 

problem. 

-  Data integration: Data integration is critical for achieving 

the 5th V (value) of Big Data through integrative data 

analysis and cross-domain collaborations.  the data 

integration challenges of schema mapping, record linkage, 

and data fusion. Metadata is essential for tracking these 

mappings to make the integrated data sources ‘robotically’ 

resolvable and to facilitate large-scale analyses. However 

efficiently and automatically creating metadata from Big 

Data is still a challenging task. In the geospatial domain, 

geo-data integration has sparked new opportunities driven 

by an ever increasingly collaborative research 

environment. 

In this research we study the three defining properties or 

dimensions of big data 3Vs which are (volume, variety and 

velocity); they are discussed as follows.  

2.1.1 Volume: The name "Big Data" is related to the big data 

size. As the size of big data is an enormous amount of data. 

When determining the value of the data, the size of the data 

plays a very important role. Where the volume of data is huge, 

it is actually considered "big data". Consequently, the size of 

the data determines whether it is possible to consider that this 

data is large or not, and the classification of big data on this 
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basis. If we see big data as a pyramid, the Volume of this data 

is the base for this pyramid [10]. The volume of the data refers 

to the size of the datasets that must be analyzed and processed, 

which are now often larger than terabytes and petabytes. The 

sheer volume of data requires different processing technologies 

that are different from traditional storage and processing 

capabilities. In other words, this means that the data sets in Big 

Data are too large to be processed with a regular laptop or 

desktop processor [11]. 

Volume is the bigdata component and is used to determine the 

amount of big data that is stored and managed by an 

organization. It assesses the vast amount of data in data stores 

and concerns about their manageability, accessibility, and 

scalability [12]. Kuo and Kusiak [13] indicate the volume of 

big data as the most critical component of big data 5 V's 

framework, where it determines the capacity of the data 

infrastructure to store, manage, and deliver data to users and 

applications. The volume focuses on planning current and 

future storage capacity - especially as it relates to speed - but 

also reaping the optimum benefits from efficient use of existing 

storage infrastructure. 

2.1.2 Variety:  Refers to the nature of structured and semi-

structured and non-structured data. It also indicates 

heterogeneous sources. Diversity is essentially data access 

from new sources inside and outside the organization. It can be 

structured, semi-structured, and non-structured [12]. Whereas 

Structured Data: These data are basically structured data. 

Generally, refers to data that has defined the length and 

formatting of data. And semi-structured data: These data are 

basically semi-structured data. It is generally a form of data that 

does not conform to the official data structure. Log files are 

examples of this type of data [11]. As for non-structured data: 

This data refers mainly to non-structured data. Generally, refers 

to data that does not accurately fit into the traditional relational 

database row and column structure. Text, images, videos, etc. 

are examples of unstructured data that cannot be stored in rows 

and columns [14]. The company can get data from many 

different sources: from internal devices to GPS for smartphones 

or what people say on social networks. The importance of these 

information sources varies according to the nature of the work. 

This data can contain many layers, with different values [13]. 

Mehta and Pandit [15] indicated the Variety of data is the 

diversity in the extracted data, which helps users, whether they 

are researchers or analysts, to choose the appropriate data for 

their research field and includes structured data in databases 

and unstructured data such as pictures, clips, audio, and video 

recordings, SMS, call logs and data GPS maps require time and 

effort to be properly adapted for processing and analysis. 

2.1.3 Velocity: Companies need the information to flow 

quickly and as soon as possible. So much so, that researchers 

have indicated that Velocity can be more important than size 

because it can give organizations a greater competitive 

advantage. Sometimes it is better to have limited data and a 

higher Velocity than to have a lot of data and a low Velocity 

[13]. Velocity: means the speed at which data is produced and 

extracted to cover the demand for it, as speed is considered A 

critical component in making decisions based on these data, is 

the time we spend from The moment this data reaches the 

moment of the decision based on it [14]. Gupta et al. [11] 

indicated that the data must be available at the appropriate time 

to make the appropriate business decisions. Velocity refers to 

the speed of response in the data request and the speed of this 

large data flow from sources as there is a huge and continuous 

flow of data such as devices, networks, social media, mobile 

phones, and so on [15] Using cloud-based sensors and 

manufacturing, a large amount of data is generated in the 

manufacture and development of new products and services. 

Big data enables faster production and services by analyzing 

them better; Thus, there is more data generation with more flow 

or velocity. velocity features are categorized (1) Pace of data 

creation, generation, (2) data processing time, (3) time of 

information broadcasting [12]. 

2.2 Deep learning: The principle of deep learning is based on 

extracting data traits, using a hierarchical learning model. The 

structure of deep learning consisting of a number of layers of 

learning with non-linear transformations extracts more abstract 

attributes from other less abstract attributes from them, and as 

a result, these abstract attributes represent the sources of 

variance in the data. Therefore, they are the best structured 

representation of data [16]. Deep learning also uses big data 

that has not been subjected to any prior human coordination and 

this makes them a solution to reduce direct human intervention 

in the mentoring and education process. As a result, deep 

learning outcomes are a valuable resource for different 

applications for example, other learning algorithms, 

classification and indexing [17]. Berman et al. [18] indicate the 

Machine learning is the most leading solution in "big data 

analysis", and it is a set of artificial intelligence algorithms, 

which rely on data analysis and previous patterns, for future 

decisions. But the nature and structure of data has a major 

impact on the performance of machine learning algorithms, 

while simple algorithms will deal well with structured data, 

unstructured data will reduce the performance of other 

algorithms of great complexity. Hence, "extracting features" - 

the process of converting raw data into an appropriate 

representation based on field requirements - is a difficult task, 

because it is the most important part of machine learning 

algorithms, which is the part that entails human intervention. 

Thus, in-depth learning is one of the most promising solutions 

for automating the process of feature extraction and handling 

of disorganized data, using a hierarchical structure and 

simulation of the human brain. In-deep learning typically uses 

greedy learning algorithms to train network layers, using 

massive amounts of data without the need for human 

assistance. Hence, its network structure, which is based on non-

linear hierarchical layers, improves learning outcomes in it. 

This appears in its applications for computer vision, speech 

recognition, and natural language processing [19]. 

Deep learning can be defined as:  It’s a method (part or field) 

of machine learning family that is based on learning and 

improve the computer to do what comes naturally to humans 

by examining computer algorithms based on artificial neural 

networks with representation learning. It can be supervised, 

semi-supervised, or unsupervised [20]. In deep learning 

methods, the classification tasks performed directly from 

images, text, or sound. And it’s can achieve state-of-the-art 

accuracy, sometimes exceeding human-level performance [21]. 

Deep learning Models using a huge and large set of labeled data 



International Journal of Applied Engineering Research ISSN 0973-4562 Volume 15, Number 8 (2020) pp. 873-883 

© Research India Publications.  http://www.ripublication.com 

876 

and neural network architectures that contain many layers. also, 

its permitted to be heterogeneous and to deviate widely from 

biologically informed connectionist models, for the sake of 

efficiency, trainability and understandability, whence the 

"structured" part [22].  

In this research we use the clustering and classification 

techniques to tackle the big data.  We use the k-means 

algorithm in the cluster method and the artificial neural network 

in the classifying method. Where the Classification and 

clustering are two pattern methods used in identification 

process in the machine learning. Also, both methods have 

certain similarities, but the difference between them that 

classification uses predefined structure and classes in which 

objects are assigned, while clustering refers to the process of 

identifying similarities between objects, and integrate it into 

groups according to the characteristics. And These groups are 

called "clusters". 

2.2.1 Clustering: 

Clustering is a technique for organizing a group of data into 

categories and groups where the objects within a group have 

high similarity and the two group objects are similar to each 

other. Here the two clusters can be considered separate. The 

main goal of grouping is to divide the entire data into multiple 

clusters. Unlike the classification process, here category labels 

for things unknown before, and clustering pertains to 

unsupervised learning [23]. Banerjee & Arora [24] indicate in 

Clustering, the similarity between two objects is measured by 

the similarity function, as the distance between these two 

objects is measured. The shortest distance is the higher 

similarity, on the contrary, the longest distance is higher the 

difference. actually, when dealing with a huge amount of data 

we tend to summarize the huge amount of data to a small 

number of groups or categories, in order to facilitate the 

analysis process [25]. Clustering is the process of placing data 

in similar clusters, and it is a branch of data mining. The Cluster 

algorithm divides a data set into several clusters, where the 

similarity between the points within a given cluster is greater 

than the similarity between two points within two different 

clusters. The idea of Clustering data is too simple in nature and 

very close to the human and his thinking way [26]. Clustering 

algorithms are widely used not only to organize and classify 

data but to compress data and build the data structure model. 

Whereas if we can find clusters of data, then a problem model 

can be built on the basis of those clusters [27]. There are many 

algorithms used in the data collection process, and we will 

study the k-means clustering algorithm. 

2.2.1.1 K-means algorithm 

K-means are one of the most important clustering algorithms 

it's used to analyze the data by dividing it into clusters of k 

number. Each cluster contains similar elements [28]. K-means 

is classified as a descriptive algorithm that divides data based 

on its properties and belongs to unsupervised learning 

algorithms [29] which create inferences from datasets using 

only input vectors without referring to known, or labeled 

outcomes [30]. Xu & Lange [31] indicate that this algorithm is 

used to collect multiple data depending on its properties to k 

aggregate, and the aggregation process is done by reducing the 

distances between the data and the cluster centroid. According 

to Fuente-Tomas et al. [32], the K-means algorithm identifies 

k number of centroids and then allocates every data point to the 

nearest cluster while keeping the centroids as small as possible.  

The ‘means’ in the K-means refers to averaging of the data; that 

is, finding the centroid [33]. Tai et al. [34] indicate K-means 

algorithm works to process the learning data. The K-means 

algorithm in data mining starts with the first group of randomly 

selected centroids, which are used as the beginning points for 

every cluster, and then performs iterative (repetitive) 

calculations to optimize the positions of the centroids It halts 

creating and optimizing clusters when either: the centroids have 

stabilized — there is no change in their values because the 

clustering has been successful, or the defined number of 

iterations has been achieved. Sharma et al. [35] indicate the 

performance of this algorithm depends on the initial locations 

of the centers (Centroid), and it is recommended to implement 

this algorithm several times with different centers each time 

from the previous times. see  for more details. 

2.2.2 Classification  

Classification is the process of distinguishing things from one 

another, arranging them, and dividing them according to their 

similarity into groups, where each category includes a group of 

common units with each other in certain characteristics or 

properties, and this concept has many uses in our lives [25]. 

Banerjee & Arora [24] indicate the classification it’s a process 

in the data based on dividing the knowledge into different 

subjects while giving a specific code for each topic, by 

highlighting the topics in a way that helps to link them together 

so that the general data on that particular progress, and 

Considerate the relation of all data to the data that follows. 

There are many benefits to the classification process, most 

notably: saving time and effort, organizing the place, and 

making good use of the spaces, as classification and 

arrangement in matters related to data contribute to obtaining 

the required material, whether this material is a piece of 

information, a book, or existing materials In the supermarket, 

if it were not classified and arranged, it would be difficult for a 

person to obtain his various needs [23]. It is the classification 

process actually we grouping similar things together, or next to 

each other, i.e. arranging things based on their similarities and 

differences [26]. In addition, Reimers et al. [27] indicate the 

classification is the process of learning a model that shows 

different categories of data predetermined and its geared with 

supervised learning. It is a two-step process, consisting of the 

learning step and the classification step. In the learning step, a 

categorization model is created and the categorization step is 

used in the learning model to create class labels for specific 

data. 

2.2.2.1 Artificial neural network 

Neural network: It is a circle of neurons, consisting of artificial 

neurons or nodes. It is a mechanism for processing data by 

simulating the way the natural neural networks of a person (the 

human nervous system) are performed [37]. Baroni [38] 

indicate that a mathematical suggestion and theory that 

describes how normal human neurons work. By exchanging 

neural networks signals from one cell to another in the natural 

networks system (in the natural neural network). The neural 

network acquires knowledge with learning, and capture and 
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stores knowledge in neurons linked together by a neural 

network based on modified weights. Neural networks learn 

from experience and are used in particular to distinguish 

patterns and shapes, and this is what distinguishes neural 

networks from traditional calculation programs that simply 

implement instructions in a fixed sequential order while the 

floating inference and reasoning systems are useful for 

situations where they need to be a human experience which 

cannot It is translated into a set of equations (integrated into an 

automated decision-making process) [39]. Owoyele et al. [40] 

and Rahman & Muniyandi [41] indicate that, despite data 

problems and training difficulties, the network is able not only 

to make good expectations in the actual time series and in the 

temporary operations that do not appear in the training phase 

but also, to produce a series of status variables at earlier times. 

Moreover, how can the network conclude that there is a role for 

the status variables when the purpose of that data is unknown 

and the model's ability to deal with data is separate, so it is more 

likely to be used in a number of applications.  

The method of artificial neural networks (ANN) is perfectly 

suited with the nonlinear models, because most of the existing 

systems, including economic systems, do not exist except in the 

context of dynamic or dynamic models, which makes them all 

time-changing and the data in them have non-linear 

relationships [42]. Arunkumar et al. [37] indicate that each 

neural network is arranged in layers of artificial cells: the inner 

layer and the outer layer and the layers between them or hidden 

between the income and outer layers. Each cell in one of these 

layers is connected to all the neurons in the next layer and all 

the neurons in the layer that precedes it. and the information is 

processed Through the connection between one neuron and 

another, where each connection is distinguished by its value it’s 

called Weighting, which constitutes the importance of the link 

between these two elements. The neuron multiplies each value 

of the incoming value from the previous layer neurons by the 

weights of the connections with these neurons, then collects all 

multiplication products, then subject result to a conversion 

sequence that varies according to the neuron type, the output of 

the conversion function is the output of the neuron that is 

transferred to the neurons of the next layer [43]. 

 

3. METHODOLOGY  

To measure the variables of the study and its dimensions, the 

researchers relied on measuring accuracy and parameters 

settings of classification and clustering techniques, and 

measuring the features of the covid-19 dataset. First, by 

presenting questions that reflects the dimensionality of the 

dataset and the features of the two techniques. Second, by 

analyzing the outcomes of the ANN and K-means to answer 

those questions.  

3.1 Research questions: 

This work addresses the following research questions  

• What features/attributes of the Kaggle COVID-19 dataset that 

have the greatest impact on the classification task? 

• What deep learning model has the highest prediction accuracy 

for the Kaggle COVID-19 dataset with respect to volume 

dimension using WEKA?  

This comprises of testing a number of configurations for both 

ANN classification and K-means clustering models and then 

comparing their results. 

We first clarify Kaggle's dataset, then the ANN and K-means 

techniques, and finally the WEKA machine learning 

workbench.  

3.2 Kaggle's dataset  

The Covid-19 datasets are abundant in Kaggle in many forms 

and class attributes. For the purpose of this work we focus on 

the dataset that handles the readings of x-ray and CT images. 

The dataset has either two class attributes or three 

distinguishing between Covid-19 cases and normal cases or 

other pneumonia cases. The dataset is split into train and test 

sets. Train set is used to train ANN and k-means models for 

prediction, while test set is used to feed those models with new 

data for accuracy evaluation. We have chosen this dataset 

solely for the purpose of examining the ANN and K-means 

models over Covid-19 images data in terms of volume 

dimension of such big data. This comes without the 

consideration of obtaining a competitive or better accuracy rate 

compared to other techniques involved in the well-known 

Kaggle's competition.  

3.3 Classification using ANN 

Classification is a supervised learning system that uses a 

labeled dataset representing predictions. It is used as a training 

set of input-output pairs to find a deterministic function that 

maps inputs to outputs, predicting future input-output 

observations while minimizing errors as much as possible [44]. 

ANNs are relatively raw electronic models that rely on the 

brain's neural structure. The brain learns from experience and 

artificial neural networks try to simulate the workings of the 

brain. Computers do things well but have trouble recognizing 

simple patterns. While the brain stores information as models. 

Some of these patterns are very complex and allow us to 

recognize individual faces from many different angles. The 

process of storing information in the form of patterns, and the 

use of those patterns, then solving problems, includes a new 

field in computing, which does not use traditional programming 

but involves the creation of vastly parallel networks and 

training those networks to solve specific problems which are 

called artificial neural networks so the artificial neural 

networks are one of the best technique for classifying the data 

in the data warehouse [23]. 

3.4 Clustering using K-means 

Clustering is an Unsupervised learning system that uses 

unlabeled datasets to train the system in order to derive 

structure, from unlabeled data by investigating the similarity 

between pairs of objects and is usually associated with density 

estimation or data clustering [44]. K-means is an unsupervised 

machine learning, it's an eager learner. An eager learner has a 

model fitting that means a training step but a lazy learner does 

not have a training phase. The K-means algorithm classifies the 

Objects into a predetermined number of clusters and each 

cluster is symbolized by k. The selection of cluster centers in 

this algorithm is done randomly, and it is preferred that these 
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centers be as far away from each other as possible. The random 

starting point influences the effectiveness of the assembly 

process and the results. The complex approach process depends 

mainly on the values of the initial centers [36]. 

3.5 Weka 

Weka is a free workbench software that contains a collection of 

visualization tools and algorithms for data analysis and 

prediction models. It comes with an easy to use graphical 

interface for all of its functionalities. This software will be used 

in this work to perform the classification and clustering tasks 

by implementing the ANN and K-means algorithms. Weka has 

a variety of parameter settings for each algorithm with many 

parameters tuning functions. This gives the researchers a rich 

environment of experiments with less time. 

3.6 Study Model:  

Figure (1) refers to the study variables, which are big data in its 

dimensions (volume, variety, velocity) and deep learning in its 

dimensions (clustering, classification) where it was designed 

by researchers to help in analyzing and solving the research 

problem. 

 

4. RESULTS AND DISCUSSIONS 

This section discusses experimental settings and experimental 

results. It also presents the training and testing of ANN and K-

means and their obtained results. Datasets that are used in this 

work are also briefly discussed. 

4.1 Experimental settings 

This research conducted preliminary experiments to determine 

the suitable configuration of the ANN and K-means for a proper 

data analysis. At first, they are implemented with their default 

parameter settings. Then, their parameter values are carefully 

tuned to obtain the desired results. Using Weka version 3.8.4, 

experiments are conducted on a Windows 10 machine with 

Core i5 processor and 4 GB of RAM. 

4.2 Experimental datasets 

The datasets that are used in this research are fetched from the 

Kaggle repository, where a training set of data in the form of 

arff Weka file is predetermined in advanced. In the other hand, 

testing set of data is randomly generated by the Python-based 

model provided by the creator of the training dataset. The 

training dataset consists of 400 samples with 2 attributes 

(distinct features extracted from medical CT and X-ray images 

of Covid-19 and nonCovid-19 cases) and 1 class attribute (with 

2 values of negative and positive cases of covid-19 cases). 

Extracted features (namely x and y in the training dataset) are 

of numeric data type, while the class attribute is in nominal data 

type. Test datasets have the same form of the training dataset 

but can be of a huge size, more than 400 samples. 

The dataset has the float numerical readings of chest computed 

tomography (CT) scan images and chest radiology (x-ray) 

images. The readings present some distinct features of covid-

19 cases that are clearly presented in the images and well 

known to medical experts and radiologist.  

4.3 Experimental Results 

The following subsections summarizes the obtained results for 

each model. 

4.3.1 Classification results 

This work utilizes the ANN for the classification task, where it 

has a Multilayer Perceptron classifier (MLP). MLP is a class of 

feedforward ANN where it has a sophisticated architecture, 

consisting at least 3 layers of nodes including input layer, 

hidden layer and output layer. Within the MLP, it utilizes a non-

linear activation function and a backpropagation for supervised 

training process. The activation function is used to describe the 

relations between inputs and outputs in a non-linear way for 

more flexibility of the model in relaxing arbitrary relations. 

In brief, the MLP algorithm is as follows (for more details see 

[45]): 

1. Forward pass (input layer): passing inputs into the model 

multiplied by weights and add bias at every layer to find 

the calculated output of the model. 

2. Loss calculate (activation function/hidden layer): once a 

sample data (e.g. a record in a dataset) an output is obtained 

from the model as a predicted output, which will be labeled 

with the data that is a real or expected output. Hence, the 

loss that is to be backpropagated is calculated using the 

embedded backpropagation algorithm. 

3. Backward pass (output layer): finally, and most 

importantly in training the model, the loss is 

backpropagated and updates the weights of the model by 

using gradient. Iteratively, weights will be adjusted 

according to the gradient flow to a certain direction.    

For predicting two categories (negative, positive), the 

following table shows the classification model (MLP/ANN) for 

the dataset. The following tables summarizes parameter 

settings and accuracy of the model. 

 

Figure 1: Generic study model 
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Table 1: Parameter settings for each classification model (MLP) 

Model #Hidden layers Learning Rate momentum Epoch Test mode 

ANN-1 attributes + class 0.3 0.2 500 Training evaluation 

ANN-2 attributes + class 0.3 0.2 500 10-fold cross-validation 

ANN-3 attributes + class 0.3 0.2 500 Percentage Split 66% 

ANN-4 attributes + class 0.3 0.2 10000 Training evaluation 

ANN-5 attributes + class 0.3 0.2 10000 10-fold cross-validation 

ANN-6 attributes + class 0.3 0.2 10000 Percentage Split 66% 

ANN-7 attributes + class 0.3 0.2 100000 Training evaluation 

 

Table 2: Accuracy of the classification models 

Model Correctly 

classified 

instances 

Incorrectly 

classified 

instances 

Kappa Mean 

absolute 

error 

Relative 

error 

Precision Recall F-

measure 

Time (s) 

ANN-

1 

94% 6% 0.88 0.1002 20.04% 0.941 0.940 0.940 0.1 

ANN-

2 

92% 8% 0.84 0.1082 21.641% 0.921 0.920 0.920 0.1 

ANN-

3 

94.11% 5.88% 0.88 0.098 19.6006% 0.943 0.941 0.941 0.0 

ANN-

4 

94.25% 5.75% 0.885 0.0754 15.081% 0.944 0.943 0.942 0.0 

ANN-

5 

92.75% 7.25% 0.885 0.0969 19.386% 0.928 0.928 0.927 1.92 

ANN-

6 

93.38% 6.61% 0.867 0.09 18.0076% 0.934 0.934 0.934 0.0 

ANN-

7 

94.75% 5.25% 0.895 0.0724 14.4764% 0.949 0.948 0.947 0.0 

 

With a total number of 400 instances in the dataset, it is shown 

in table 2 that the classifier has obtained highly accurate 

classifications for all 7 models. It is clear that the seventh model 

(ANN-7) has the highest accuracy with 94.75% of correctly 

classified instances, a value of 0.95 for kappa, 0.949 precision, 

0.948 recall and 0.947 F-measure. The best experimental 

configuration of ANN-7 model is shown in table 1, where the 

number of hidden layers in the MLP is the number of attributes 

plus the number classes. The ANN has a learning rate of 0.3, 

momentum of 0.2, 100000 epochs and training evaluation as a 

testing mode. On the other hand, a relatively lower accuracy of 

the classification is obtained by ANN-2 with a 92% of the 

instances are correctly classified.   

4.3.2 Clustering results 

This work utilizes the K-means for the clustering task to 

determine the class attributes from the dataset. To achieve this, 

it calculates squared Euclidean distances to reduce variances 

within clusters.  

In brief, the K-means algorithm is as follows (for more details 

see [45]): 

1. Initialize a set of cluster centers and a set of data points. 

2. Calculate the distance between each data point and cluster 

centers. 

3. Assign a data point to the closest cluster center. 

4. Recalculate the new cluster center. 

5. Recalculate the distance between each data point and new 

obtained cluster center. 

6. Repeat steps 3, 4, and 5 until convergence (if no data point 

was reassigned). 

For predicting two categories (negative, positive), the 

following table shows the clustering model (K-means) for the 

dataset. The following tables summarizes parameter settings 

and accuracy of the model.  
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Table 3: Parameter settings for each clustering model (K-means) 

Model Distance function Initialization 

method 

Number of 

clusters 

Seed number Cluster mode 

Kmeans-1 Euclidean distance Random 2 10 Training evaluation 

Kmeans -2 Euclidean distance Random 2 10 Percentage Split 66% 

Kmeans -3 Euclidean distance Random 2 10 Cluster evaluation via 

classes 

Kmeans -4 Euclidean distance Random 5 10 Training evaluation 

Kmeans -5 Euclidean distance Random 5 10 Percentage Split 66% 

Kmeans-6 Euclidean distance Random 5 10 Cluster evaluation via 

classes 

 

Table 4: Accuracy of the clustering models 

Model Sum of squared 

errors with in 

clusters 

Number of 

iterations 

Number of data 

objects 

Incorrectly clustered 

instances 

Time (s) 

Kmeans-1 12.966 2 400 

(200, 200) 

- 0.0 

Kmeans -2 9.649 2 264 

(69, 67) 

- 0.0 

Kmeans -3 11.267 9 400 

(213, 187) 

8.75% 0.0 

Kmeans -4 6.783 19 400 

(72, 104, 96, 70, 58) 

- 0.0 

Kmeans -5 4.618 11 264 

(28, 28, 21, 18, 41) 

- 0.0 

Kmeans -6 5.483 20 400 

(102, 66, 81, 82, 69) 

62.75% 0.0 

 

With a total number of 400 instances in the dataset, it is shown 

in table 4 that the K-means has obtained highly accurate 

classifications for 5 out of 6 models. It is clear that the 5th model 

has obtained the best value for the sum of squared errors within 

clusters which is about 4.618. As shown in table 3, kmeans-5 

model has the configuration of a 66% split cluster mode, and a 

random initialization for generating 5 clusters out of 264 

instances. Three clusters out of five have categorized the 

instances into the negative class. Despite the percentage of 

incorrect clustering, all 6 models converge towards the negative 

class.  

4.4 Results discussions 

Weka has proven to be flexible in tuning the required parameter 

settings for a classifier to thoroughly understand attributes in 

the dataset. Both techniques, MLP and K-means, proved to be 

suitable to classify instances into two categories of negative and 

positive covid-19 cases. However, some features of both 

techniques are of no significant impact on the accuracy. For 

example, in the case of MLP, increasing epochs is not 

significant, where the accuracy is not significantly improved. 

In the case of K-means, the seed number is not significant as 

well and no explicit accuracy improvement is present. Another 

example, models with the number of 2 clusters and a dataset 

with 50% split of its 2 clusters is not statistically relevant where 

no clear conclusion can be drawn from them. 

Meanwhile, the greatest impact on the classification accuracy 

is contributed to a number of features. They are:  

1. In the case of MLP: 

a. Number of hidden layers in relation to the testing mode 

(number of attributes plus number of classes).  

b. Training evaluation proved better than cross-validation 

and split 66% training modes. This could be due to the 

relatively small size of the training dataset compared to 

a variety of huge randomly generated test datasets 

(>10,000 instances) for all 7 models. 
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2. In the case of K-means: 

a. Euclidean distance and initializing clusters are the main 

engine of the algorithm’s performance, so they are 

significant for the accuracy. 

b. Number of clusters has a significant impact on the 

accuracy, where a balanced number of clusters =5 (not 

too small ≤3 and not too large >5) is significant. 

c. Percentage split 66% proved better than training 

evaluation and split 66% clustering modes. This could 

be due to the relatively small size of the training dataset 

compared to a variety of huge randomly generated test 

datasets (>10,000 instances) for all 6 models. In 

addition, it could be also due to the small number of 

categories (2 classes, negative and positive). 

The abovementioned features are subjected to directly to 

answer the first research question (Q1), “What 
features/attributes of the Kaggle COVID-19 dataset that have 
the greatest impact on the classification task?”.   

Readings of tables 2 and 4 are dedicated to answer the second 

research question (Q2), “What deep learning model has the 
highest prediction accuracy for the Kaggle COVID-19 dataset 
with respect to volume dimension using Weka?”. it is clear that 

both techniques MLP and K-means are highly accurate. 

However, MLP proved to be more accurate due to the 

percentage of incorrectly classified instances (5.25%) and a 

smallest absolute mean error (0.0724). MLP is clearly powerful 

when dealing with big datasets at the training evaluation mode. 

On the other hand, K-means is superior when dealing with big 

datasets at the percentage split 66% cluster mode. Therefore, 

MLP is superior for training, while K-means is superior for 

testing on big datasets. This research work aimed at training 

and testing the models on big data scheme. It focuses on the 

volume dimension of a dataset, so the MLP is better and 

suitable. K-means would be better and suitable for the variety 

dimension and perhaps the velocity dimension sense clustering 

is the task of discovering a pattern in the dataset.  

 

5. CONCLUSION 

In this study, two deep learning techniques are implemented to 

perform two tasks, using two techniques ANN for classification 

and K-means for clustering. They are employed for detecting 

covid-19 cases from big data of XCR and CT images. Both 

techniques proved to be accurate, and rapid detectors of covid-

19 cases. They handled big test datasets robustly and 

efficiently. Over a number of big datasets, it has obtained 

highly accurate classifications. Parameter tuning helped the 

model to improve the classification accuracy. The most 

significant enhancement factor is the ANN configuration for 

the classification task, while the clustering mode and a 

balanced number of clusters are the significant factors for the 

clustering task. In future study, a combination between ANN 

and K-means will be investigated to measure the impact of how 

the k-means could enhance the classification accuracy in the 

ANN. 
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